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Abstract

Amodel for the release of stable fission gases by diffusion from sintered LWRUO2 fuel grains is presented. The model

takes into account intragranular gas bubble behaviour as a function of grain radius. The bubbles are assumed to be

immobile and the gas migrates to grain boundaries by diffusion of single gas atoms. The intragranular bubble popu-

lation in the model at low burn-ups or temperatures consists of numerous small bubbles. The presence of the bubbles

attenuates the effective gas atom diffusion coefficient. Rapid coarsening of the bubble population in increased burn-up

at elevated temperatures weakens significantly the attenuation of the effective diffusion coefficient. The solution method

introduced in earlier papers, locally accurate method, is enhanced to allow accurate calculation of the intragranular gas

behaviour in time varying conditions without excessive computing time. Qualitatively the detailed model can predict

the gas retention in the grain better than a more simple model. � 2002 Elsevier Science B.V. All rights reserved.

PACS: 28.41.B

1. Introduction

Sintered UO2 pellets in rods are the most common

fuel type in light water reactors (LWRs). Some fission

products of uranium atoms are gaseous, the most im-

portant being xenon and krypton. If the fission gases are

released from the fuel matrix into the free volume of the

LWR rods, increasing pressure under the cladding can

finally lead to a failure of the rods. Knowledge in the

fission gas release in various operating conditions is

therefore necessary for determining safety margins for

the fuel use. Computer simulations are required, ac-

companied by verifying experiments for benchmarking

the models.

The gas release from sintered UO2 fuel can take place

through several mechanisms. The release by single gas

atom diffusion to grain boundaries and from there to the

free volume of the rod by venting through tunnels is the

most important mechanism for stable gas atoms under

normal operating conditions up to high burn-ups. The

other release mechanisms active at low burn-ups, recoil,

knock-out etc. contribute less than 1% release of the

generated gas [1,2]. The release from the porous zone at

the rim of the pellets starts increasing at fuel rod average

cross sectional burn-ups of 40 000–50 000 MWd/tU in

LWR fuel [3–6]. However, diffusion remains the mech-

anism having potential to much larger release fractions

than the other mechanisms together even at these high

doses [7].

The problem of predicting correctly the fission gas

release by diffusion in LWR fuel has not been perfectly

solved up till now, even though considerable experi-

mental and theoretical work has been performed [8–10].

Modelling the release by diffusion results in a complex set

of differential equations. Simplifications have been ap-

plied in physical models and in the solution methods for

the equations. A widely used approach is to apply the so

called effective diffusion coefficient for spherical grains

and to solve the diffusion equation for time varying

temperature and power histories by assuming constant

conditions during the time step [11–19]. The use of the

effective diffusion coefficient simply as a function of
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temperature overlooks details like gas precipitation into

and resolution from intragranular bubbles as a function

of time and grain radius.

This paper concentrates on modelling the behaviour

of intragranular gas in varying irradiation conditions of

LWR UO2 fuel. Only the behaviour of stable gas atoms

is included. A major part of the basic model with single

gas atom diffusion, precipitation into and resolution

from intragranular bubbles consists of equations pre-

sented earlier by Speight, White, Tucker, Turnbull et al.

[11,20]. However, new elements are introduced into the

spectrum of submodels and some recent experimental

findings are implemented. Further, a new solution

method for the set of equations enables accurate cal-

culation of gas precipitation into bubbles and resolu-

tion from them as a function of grain radius with a

reasonable computing time. The model is described in

Section 2 and the new solution method is presented in

Section 3.

The effects of various model parameters on the re-

sults are examined by sensitivity analysis included in the

discussion in Section 4. Example calculations show the

importance of modelling the behaviour of intragranular

gas accurately. A summary and conclusions are given in

Section 5.

2. Model

The governing equation in spherical co-ordinates for

random single gas atom diffusion in the irradiation of

sintered UO2 fuel, assuming symmetry, is

oc rg; t
� �
ot
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� �
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� �
þ b tð Þ; ð1Þ

where c is the gas concentration in the matrix, t the time,

rg the radial co-ordinate in the spherical grain, D the

diffusion coefficient and b the gas generation rate.
The gaseous fission products xenon and krypton have

a strong tendency to precipitate into bubbles in LWR

oxide fuels because of their extremely low solubility.

Thus, Eq. (1) is not adequate for describing the gas

concentration in the solution as a function of time and

grain radius. The number of gas bubbles in a unit vol-

ume of the grain, the size of the bubbles and the density

of gas in them affect significantly the amount of gas

atoms available for diffusion into grain boundaries.

The gas atoms diffuse into the bubbles and they can

re-enter into the UO2 lattice from the bubbles by means

of thermal resolution or by irradiation resolution. In this

work the thermal resolution is ignored, since there is no

direct evidence that it exists for gas in intragranular

fission gas bubbles in UO2 fuel [21–23]. The rate of the

change of the amount of gas in intragranular bubbles,

mðrg; tÞ (mol/cm3), is

dmðrg; tÞ
dt

¼ gbðrg; tÞCbðrg; tÞ � jriðrg; tÞ; ð2Þ

where gb is the capture rate of a bubble with an average
radius (mol/s), Cb the density of the bubbles (cm�3) and

jri the resolution rate from the bubbles back into the

UO2 matrix due to irradiation effects (mol/cm
3 s).

The modelling of various terms in Eqs. (1) and (2) is

explained below.

2.1. Diffusion coefficient, D

The diffusion coefficient is a function of at least

temperature, fission rate, burn-up and stoichiometry

[24–26]. At very low burn-ups, 1–10 MWd/tU, the xenon

diffusion coefficient in UO2 decreases significantly [27].

This is most probably due to the establishment of radi-

ation damage in the matrix forming traps for the gas

atoms. After the decrease at very low burn-ups, the

diffusion coefficient does not change as a function of

burn-up at constant temperature, although interpreta-

tions of some experimental results indicate that the xe-

non diffusion coefficient in UO2 would increase with

irradiation dose at high burn-ups [24].

Turnbull et al. studied carefully the xenon diffusion

coefficient in irradiation of stoichiometric UO2 fuel as a

function of temperature [24,25]. They came up with an

equation containing three terms:

D ¼ D1 þ 4D2 þ 4D3; ð3Þ

where D1 is only temperature dependent term repre-

senting intrinsic thermal diffusion and D2 is a function of
both temperature and fission rate. D3 is effective only
close to the surface of the fuel and its contribution to the

total diffusion of stable gas atoms is considered negli-

gible. The precipitation of intragranular bubbles makes

the effective diffusion coefficient smaller than the one

calculated with Eq. (3).

According to Davies and Long [28], the intrinsic term

is

D1 ¼ 7:6� 10�6 exp
�70; 000
RT

� �
cm2=s; ð4Þ

where R is 1.987 cal/molK and T is temperature in K.

The second term in Eq. (3) is a rather complicated

function of fission rate and temperature:

D2 ¼ s2jvV ;

V ¼ ass2 þ ZV0
2Z

1

�"
þ 4K 0Z
jv ass2 þ ZV0ð Þ

�1=2
� 1
#
;

V0 ¼ exp
�55; 200
RT

� �
; jv ¼ 1013V0; K 0 ¼ KFX;

s ¼ X1=3;

30 P. L€oos€oonen / Journal of Nuclear Materials 304 (2002) 29–49



where V is the thermodynamic vacancy concentration

(vacancies/atom), as the fixed sink strength (1019 cm�2), s

the atomic jump distance, X the atomic volume, jv the
cation vacancy jump rate (s�1), K 0 the defect production

rate (s�1), F the fission rate (fissions/cm3 s), K the num-

ber of defects per fission and Z the number of sites

around a point defect from which recombination is in-

evitable.

The purely fission rate dependent term D3 is not
taken into account, since it has no visible effect on the

release of stable gas atoms.

Applying the following values for the parameters

produces the diffusion coefficient as a function of tem-

perature presented in Fig. 1:

Z ¼ 100; X ¼ 4:09� 10�23 cm3; K ¼ 5� 105;

F ¼ 1� 1013 cm�3=s:

2.2. Capture rate, gb

A bubble gains new gas atoms per unit time by dif-

fusion, assuming no thermal resolution [29]

gbðrg; tÞ ¼ 4prDcðrg; tÞ; ð5Þ

where r is the bubble radius and c the concentration of

the gas in the matrix. If the radius of the bubbles is small

compared to the distance between them, Eq. (5) is valid

for diffusion limited precipitation, except for a very short

transient period. In normal reactor conditions the short

transient period is not longer than a few tens of seconds.

The component of thermal resolution would be ac-

counted for by replacing c in Eq. (5) by the term (c� c0),
where c0 is the thermodynamic equilibrium concentra-

tion on the surface of the bubble.

2.3. Irradiation resolution rate, jri

The irradiation resolution rate, jri, is modelled to be
proportional to the fission rate, F (cm�3/s) [31] and to

the gas concentration in the bubbles, m:

jriðrg; tÞ ¼ Fbmðrg; tÞ: ð6Þ

Combining (2), (5) and (6) yields the equation for the

rate of the change of the gas concentration in the bub-

bles:

dmðrg; tÞ
dt

¼ 4p�rrðrg; tÞDcðrg; tÞCbðrg; tÞ � Fbmðrg; tÞ: ð7Þ

The numerical value for b is defined below together with

calculation of the bubble radius by using experimental

data, since this information is necessary for the calcu-

lation of the amount of gas in the bubbles according to

Eq. (7) in quasi-steady state conditions.

2.4. Bubble density, Cb

The sink strength of the intragranular bubble popu-

lation is directly proportional to bubble density. The

amount of gas in the UO2 matrix available for diffusion

into grain boundaries is therefore strongly affected by

the bubble density. At low burn-ups the bubble density

is only slightly temperature dependent [39]. At higher

burn-ups the bubble population coarsens in elevated

temperatures. A population of 100–200 nm diameter

bubbles is born within 1 h in rapid transients [43]. The

behaviour of the bubble density is modelled separately

for low burn-up or low temperature fuel and for high

burn-up – high temperature fuel, where significant

coarsening is expected.

2.4.1. Low burn-up or low temperature fuel

The bubble density depends at least on temperature

and burn-up. According to Baker the bubble density

decreases with increasing temperature [39]. In varying

conditions the kinetics of the change in the bubble

density depends strongly on the irradiation effects. The

intragranular bubbles are often seen in straight lines,

which is interpreted to be due to bubble nucleation in

the wake of energetic fission fragments [31,39]. Bubbles,

at least smaller ones, can also be destroyed in irradia-

tion, presumably by collisions with fission fragments

[30]. However, there is evidence that a single collision

may not always destroy the bubble, but rather distort

the lattice [36]. Therefore a bubble is obviously not de-

stroyed as a consequence of every collision.

The bubble density, Cb, as a function of temperature
is modelled according to the following equation:

dCbðrg; tÞ
dt

¼ AðT ÞF � 2pz2kFPFCbðrg; tÞ; ð8Þ

Fig. 1. Diffusion coefficient for fission gas atoms in irradiation

of UO2 [24,25].
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where t is time, AðT Þ the number of bubbles nucleated
per fission, F the fission rate, z the radius of an effective

fission spike, kF the fission fragment range and P the

probability of a bubble to be destroyed by a fission

spike. The first term on the right hand side of Eq. (8) is

the birth rate and the second term the destruction rate

of the bubbles. Eq. (8) resembles the one presented by

Turnbull [31]. However, the birth rate of the bubbles is

now temperature dependent, factor P is added, and the

bubble destruction rate has no dependence on the bub-

ble radius. It is not considered physically justified to

include the dependence of the destruction rate on the

small intragranular bubble radius. Although large bub-

bles are more often partially affected by the effective

fission spike than small ones are, the probability that all

the gas atoms in a large bubble would gain enough en-

ergy to be resoluted by a fission spike is low. Nelson [32]

has estimated that some atoms in a bubble larger than 3

nm containing high density gas would not be completely

destroyed by a single fission spike.

White and Tucker propose a birth rate for the bub-

bles where the first term on the right hand side of Eq. (8)

is multiplied by the gas concentration in the matrix [11].

At the beginning of irradiation of fresh UO2 a correct

prediction of the bubble density could be achieved by

this multiplication, but this would lead, against obser-

vations in [42], to a continuously increasing bubble

density with increasing burn-up in low temperature ir-

radiation. Therefore no dependence on the gas concen-

tration is included. No large error is expected due to

this, since the bubble population emerges already at

burn-ups below 1 MWd/kgU [33–35].

The bubble nucleation rate per fission event, AðT Þ in
Eq. (8) is modelled as a function of temperature, al-

though there is no direct evidence on this temperature

dependence. However, it can be qualitatively explained:

at low temperatures vacancy clusters forming the em-

bryos of the bubbles are not healed out as quickly as at

higher temperatures, thus leaving time for the embryos

to stabilise and to become bubbles.

The solution for Eq. (8) is

CbðtÞ ¼
AðT Þ
2pz2kFP

1
�

� e�2pz2kFPFt
�
þ Cb0e�2pz

2kFPFt; ð9Þ

where Cb0 is the bubble density at the beginning of the
time step, t ¼ 0.
At steady state the following relation between AðT Þ

and P prevails:

AðT Þ
P

¼ 2pz2kFCbðT Þ: ð10Þ

Numerical values for AðT Þ and P are found by fitting the

evolution of the bubble density in time with experi-

mental data. Results of an irradiation – annealing – ir-

radiation experiment are reported in Ref. [36]. A new

bubble population was born and the old population

completely disappeared during the second irradiation up

to a dose of 1:68� 1017 fissions/cm3 but not at 8� 1016
fissions/cm3. The specimens were irradiated at 1200 �C
for about 2 h. The different doses were achieved by using

different enrichments. The A (1200 �C) is obtained by
assuming the bubble density by Baker [39], and the

following values for the other parameters in Eq. (10)

[37,38]:

z ¼ 3:5� 10�7 cm ½37	;
kF ¼ 6� 10�4 cm ½38	;
P ¼ 0:1; 0:05 or 0:025:

ð11Þ

The fission rate was 2:33� 1013 fissions/cm3 s. The cor-

relation applied to the bubble density as a function of

temperature in steady state was deduced by using the

data in Ref. [39] as illustrated in Fig. 2:

CbðT Þ ¼ ð15:7� 0:00578T Þ � 1017; ð12Þ

where T is the temperature in K.

The evolution of the calculated bubble densities by

Eq. (9) as a function of time is presented in Fig. 3. It

seems that a value of 0.05 for P results in a practically

fully developed novel bubble population in 2 h.

The number of bubbles nucleated per fission, AðT Þ, is
calculated as a function of temperature. The probability

P is set to 0.05 and Eqs. (10)–(12) are employed. The

results are given in Table 1.

It is interesting to see that the number of bubbles

nucleated per fission by this model is about the same as

that given by White and Tucker [11].

The bubble number density does not decrease only

with increasing temperature, but it has also been reported

to decrease with increasing burn-up. A typical bubble

density of 5� 1017 cm�3 at burn-ups 
10 MWd/kgU

Fig. 2. Intragranular bubble density in steady state irradiation

at 7.9 MWd/kgU according to measurements in [39], and by Eq.

(12).
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[39], has decreased by one order of magnitude at 40

MWd/kgU according to Ray et al. [40,41]. On the other

hand, Kashibe et al. interpret the small bubble density by

Ray et al. to be due to enumeration of the small bubbles

of 
2 nm diameter [42]. In any case, the bubble density
decreases somewhat with increasing burn-up, along with

the appearance of large, several tens of nanometres size

bubbles at temperatures 800–1200 �C for 40–45 MWd/
kgU burn-ups [40,42].

At temperatures 1300–1400 �C the population of the
small bubbles disappeared from the transient tested bulk

of the specimen at 
40 MWd/kgU in 48 h irradiation,

but many bubbles of 4.5 nm diameter were observed in

the close vicinity of large, 50–500 nm sized bubbles [40].

For the base irradiated fuel in Ref. [42] there are data

up to 83 MWd/kgU. At 6 800 �C the bubble density is
in the order of 9� 1017 cm�3 at 23 MWd/kgU, de-

creasing down to 4� 1017 cm�3 at 83 MWd/kgU. The

number density of the larger, 10–20 nm size bubbles

increases between 44 and 83 MWd/kgU, and at the same

time the total density of the bubbles decreases.

The slowly decreasing bubble density with increasing

burn-up is modelled by using the experimental results by

Baker [39] and by Kashibe et al. [42]. Eq. (12) is modified

to include the burn-up dependence of the bubble density

(Fig. 4):

CbðBU; T Þ ¼ �0:0762BUþ 10:4
9:8

CbðT Þ; ð13Þ

where BU is burn-up, MWd/kgU, and CbðT Þ is the
bubble density according to Eq. (12).

2.4.2. High burn-up and high temperature fuel

Eqs. (9), (12) and (13) describe the evolution of the

density of the bubble population at low burn-up, and

also at higher burn-ups in low temperatures. The

coarsening of the bubble population must be modelled

separately. The appearance of intragranular bubbles of

100–200 nm diameter is an outstanding feature closely

linked to fission gas release. The onset of the fission gas

release coincides with the presence of these large bubbles

[5,43]. The existence of the coarsened bubble population

is seen as a dark zone in micrographs on pellet cross

sections [5,43,44]. The dark area in micrographs be-

comes visible first in the hottest centre parts of the

pellets [44,45]. At elevated temperatures or during pro-

longed irradiation the population of the large intra-

granular bubbles disappears and the dark area in the

micrographs is seen as a ring or several rings indicating

separate occasions of fission gas releases [5,43,45–47].

Base irradiated and ramp tested fuel may experience up

to 90% local release at the centre of the pellets, and the

dark ring is located in the transition zone between high

release and low or zero release [43,46].

Mogensen et al. have measured intragranular swell-

ing as a function of pellet radius for ramp tested LWR

fuel rodlets [48]. The burn-up of the fuel was 35–40

MWd/kgU. The intragranular swelling occurred only at

the regions where the zero release at the periphery of the

pellet changed into high release in the centre of the

Fig. 3. Evolution of calculated bubble densities by Eq. (9) as

a function of time. P is the probability for a bubble to be

destroyed in a collision with an energetic fission fragment.

Table 1

Calculated number of bubbles nucleated per fission

Temperature (K) Bubbles nucleated per fission

1273 41.6

1373 39.3

1473 36.9

1573 34.6

1673 32.3

1773 30.0

1873 27.7

1973 25.4

2073 23.1

Fig. 4. The burn-up dependence of bubble density at steady

state in low temperature irradiation according to measurements

[39,42], and according to Eq. (13).
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pellets. The maximum local swelling was 4–7%, de-

pending on ramp characteristics. This means that almost

all the gas in that region is located in the large intra-

granular bubbles. There is very little data in the litera-

ture about small intragranular bubbles of 2 nm diameter

in the region of the dark ring. The results of Ray et al.

indicate a disappearance of the small bubbles from the

bulk of the fuel whenever there is a developed popula-

tion of coarsened 50–300 nm bubbles [40]. It seems ob-

vious that the density of small bubbles in coarsening

decreases down to a level where the effect of this popu-

lation is insignificant.

The dark rings have been observed in a wide range

of burn-ups, 13–83 MWd/kgU [5,43]. The onset tem-

perature for the coarsening depends only slightly on

burn-up, at least above 50 MWd/kgU [5]. At lower burn-

ups there seems to be a weak temperature dependence:

coarsening starts at higher temperature at 13 MWd/kgU

than at 48 MWd/kgU [43]. The reported results of

Baker, and Kashibe et al. are further evidence on the

burn-up dependence. Baker did not report any large

bubbles at 7.9 MWd/kgU below 1700 �C, but incipient
coarsening was seen in examinations of Kashibe at al. at

a burn-up of 43 MWd/kgU at 800 �C [39,42]. The exact
temperature where coarsening actually starts is not easy

to define, since the temperature gradient is steep at the

radial positions, where the dark ring is often located.

Some values have been given in the literature, but there

are large uncertainties involved, especially at high burn-

ups where the degradation of the thermal conductivity

of the fuel decreases the reliability of the estimated

temperatures.

There are few data available on the kinetics of the

coarsening process. Lippens reports results on ramp

tests for base irradiated fuel, where the power increase

was rapid and the hold time at the maximum power

1–10 min [45]. No bubble coarsening was noticed in the

form of newly emerging dark areas, but the existing dark

annulus in the centre of the pellets was observed to fade.

Intragranular bubble coarsening has occurred in 1–4 h

in some other ramp tests [43,49]. Continued irradiation

at high power up to 52 h did not affect the location of the

dark ring [43]. The outer borders of the dark rings are

relatively sharp, but inwards the darkness often vanishes

gradually. It can be concluded that the coarsening takes

place in a few hours at temperatures higher than a cer-

tain threshold temperature. Furthermore, the coarsened

bubbles disappear: the higher the temperature is, the

faster they are lost.

The physical mechanism responsible for the obvious

coarsening of the bubble population in irradiation can

be attributed to bubble migration and coalescence or to

Ostwald ripening. In general the former mechanism is

favoured for small bubbles in irradiation and annealing

[42]. For larger bubbles especially in annealing also the

latter explanation is possible [42,50,51].

The mean bubble diameter �rr under the conditions of
migration and coalescence for small bubbles with con-

stant gas density inside them obeys the 1=6 power in
time [52]:

�rr ¼ 6X1=3mTvDsðpÞt
� �1=6

; ð14Þ

where X is the atomic volume of the material (m3), v the

atomic volume of the gas in the bubbles (m3), DsðpÞ the
pressure dependent surface diffusion coefficient (m2/s), t

the time (s) and mT the total gas concentration (at.%). At
high temperatures the total gas concentration is close to

the gas concentration in the bubbles. If the gas density in

the bubbles is assumed constant, the development of the

bubble density follows t�1=2 dependence. Eq. (14) does
not predict the observed change into bimodal bubble

size distribution at high burn-ups or in transients.

Chkuaseli and Matzke [53] have shown that a bimodal

bubble size distribution can be a result of a joint action

of bubble surface and volume diffusion mechanisms.

They have reported results only for low burn-up an-

nealing experiments and their calculation model is, al-

though rather straightforward, time consuming. Evans

has provided an explanation for the emergence of large

bubbles in the vicinity of grain boundaries in annealing

[23]. The mechanism he proposes can perhaps be applied

also for the results of Chkuaseli et al. since they do not

give the distribution of the coarsened bubbles as a

function of grain radius.

The bubbles are proven to be almost immobile in

normal LWR fuel temperatures [54–56]. No bubble

migration is therefore modelled, although in very high

temperatures some relaxation of the over pressure in

the bubbles might trigger bubble coarsening by migra-

tion and coalescence. Ostwald ripening in a popula-

tion of highly over-pressurised bubbles is not a probable

coarsening mechanism. Shrinking of small over-pres-

surised and vacancy-starved bubbles would imply either

thermal or irradiation-induced resolution of gas atoms

or vacancies to the matrix. Thermal resolution of gas

atoms has not been observed from fission gas bubbles in

UO2. However, irradiation resolution could serve as a

mechanism for removing the gas atoms from the bub-

bles, thus enabling the coarsening through selective

capturing of the gas atoms by bubbles of different sizes.

White [57] presented recently a model for intra-

granular bubble growth, which predicts reasonably well

the appearance of large bubbles in annealing. The

model takes into account the vacancy flow into the

bubbles. Some bubbles are more favourably positioned

relative to vacancy sources than the others, which are

vacancy starved and do not attract new gas atoms due

to a stress field around them. Ray et al. have also seen

the large bubbles invariably linked to the dislocation

network [40], which can possibly serve as vacancy

sources. A theory of the effect of the stress field around
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over-pressurised bubbles preventing them to absorb

new gas atoms has been presented earlier by Ronchi

[58]. However, the calculations presented by Ronchi do

not answer the question of bubble size distribution. The

model by White is addressed to annealing conditions

and it is perhaps not directly applicable to irradiation.

Since the physical mechanism of the coarsening of

intragranular bubbles in irradiation of UO2 fuel is un-

known, empirical approach is applied. The coarsening

process is modelled to be triggered of at a burn-up de-

pendent threshold temperature. Having such a threshold

temperature provides the observed sharp distinction

between areas where coarsening has not taken place and

where the bubble population has coarsened, visible as

dark zones in micrographs.

The threshold temperature in �C for the onset of the
coarsening is obtained by using data in Refs. [39,42–44]

(see Fig. 5):

T ¼ 8000

ln
BU� 9
0:005

� � ; ð15Þ

where BU is burn-up, MWd/kgU.

At 13 MWd/kgU the threshold temperature is esti-

mated to be about 1200 �C, according to data in [43]. No
coarsening is modelled below 9 MWd/kgU.

No mechanistic modelling is applied to the kinetics of

the coarsening process due to the above-explained dif-

ficulties in selecting the appropriate mechanism. A sim-

ple intuitive view is to assume the speed of the change of

the bubble radius to be proportional to the difference

between the actual, rðtÞ, and coarsened, rF, bubble radii:

drðrg; tÞ
dt

¼ s rðrg; tÞ
	

� rF


:

Solving this equation for a time step gives the average

bubble radius as a function of time:

rðrg; tÞ ¼ rF 1
�

� e�sDt
�
þ rðrg; tmÞe�sDt; ð16Þ

where rðrg; tmÞ is the bubble radius at the beginning of
the time step, a constant and Dt the time from the be-

ginning of the time step. The coarsened bubble radius,

rF, was selected as 100 nm. In reality the radii of

coarsened bubbles vary over a wide range, from a few

tens to a few hundreds of nanometers [40,59]. The effect

of the choice of value of parameter rF in Eq. (16) on
fission gas release is presented in Chapter 4. Modelling

accurately the kinetics of the coarsening would require a

good database on measured bubble diameters in well-

characterised experimental conditions. There is very

little data in the literature describing the kinetics of in-

tragranular bubble coarsening in the irradiation of UO2
fuel. Choosing a value of 8:3� 10�4 s�1 for constant s in
Eq. (16) produces a coarsened bubble population within

1 h, which is in agreement with the data in Ref. [43].

The bubble density, Cb (bubbles/cm3) is obtained by

using the bubble radius, r, and the gas concentration in

the bubbles, m:

Cbðrg; tÞ ¼
mðrg; tÞ3M
4pr3q

; ð17Þ

where q is the gas density in the bubbles (g/cm3) and M

the atomic mass of xenon (g/mol).

Eqs. (12), (13), (15) and (16) should be seen as an

empirical and qualitative description of the development

of the bubble population rather than a mechanistic

physical model.

2.5. Bubble radius, r

The equation for calculating the bubble radius after

the coarsening has been triggered off was given above. If

no coarsening occurs, the bubble radius is calculated by

using the bubble density and gas concentration in the

bubbles:

rðrg; tÞ ¼
3mðrg; tÞM
4pqCb

� �1=3
: ð18Þ

Under steady state conditions a dynamic equilibrium

prevails between the gas in the bubbles and in the ma-

trix. The ratio of the amount of gas in the solution and

in the bubbles can then be calculated in quasi-steady

state conditions with Eq. (7):

cðrg; tÞ
mðrg; tÞ

¼ Fb
4prðrg; tÞDCb

: ð19Þ

The amount of gas atoms in the matrix available for

diffusion is then inversely proportional to the average

intragranular bubble radius. Proper determination of

Fig. 5. Threshold temperature for intragranular bubble coars-

ening as a function of burn-up according to Eq. (17) and ex-

perimental data points. Solid symbols: no coarsening or only

incipient coarsening; open symbols: coarsened intragranular

bubble population at the end of irradiation.
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the bubble radius as a function of the amount of gas in it

requires knowledge about the thermodynamic state of

the gas.

Once nucleated, the embryos of the bubbles grow by

gaining diffusing gas atoms and vacancies. The density

of the gas in the bubbles is very high, close to solid state

xenon, 2–4 g/cm3 for larger bubbles of 10–100 nm dia-

meter [59], and 4–6 g/cm3 for bubbles of 4–8 nm size

[60]. The pressure in the intragranular bubbles is cer-

tainly in the order of gigapascals, far above the pressure

of equilibrium bubbles. The reasons for the obvious and

large vacancy deficiency of the bubbles are not clear, but

the irradiation can perhaps remove vacancies from the

bubbles thus maintaining the over-pressure. Irradiation,

more precisely the energetic fission fragments, can re-

move both vacancies and gas atoms from the bubbles,

re-entering them back into the UO2 matrix.

The van der Waals equation of state predicts that if

xenon is in bubbles smaller than about 1 nm in me-

chanical equilibrium with the bulk solid surrounding

them, it behaves as a constant-density condensed phase

with a density of about 2.6 g/cm3 [61]. The experimental

data shows that xenon is in very high density also in

larger, 4–100 nm bubbles in UO2 irradiation [59,60].

Therefore, instead of using the van der Waals equation

of state a constant bubble density of 4 g/cm3 was chosen

in Eq. (18) independent of the bubble size.

The high over-pressure might enable thermal reso-

lution from the bubbles. Actually no direct evidence on

thermal resolution from intragranular bubbles in irra-

diation of UO2 is reported in the literature. Therefore no

thermal resolution is accounted for in this work. Bubble

growth in transients by dislocation loop punching is also

a phenomenon worth considering under these condi-

tions.

The density of the gas in the intragranular bubbles is

so high that the van der Waals equation of state is not

valid for evaluating the gas pressure. A better estimate

on the pressure inside the bubbles is given for example

by Ronchi’s equation of state [62], or even by the hard

sphere equation of state. Some experimental results

suggest, however, that theoretical equations of state give

too high values for ultimately dense noble gases [63].

The difficulties in finding the correct equation of state

for solid state xenon in reactor temperatures hinders

any reliable evaluation of the effect of possible thermal

resolution or bubble growth by the dislocation loop

punching mechanism on the overall intragranular bub-

ble behaviour.

The large over-pressure in the bubbles has most

probably induced the dislocation loop punching in

transient tested fuel, seen as high dislocation density

surrounding the large, 300 nm size bubbles [40]. How-

ever, there is no experimental data available for quan-

tifying the changes in the bubble radius due to loop

punching. Trinkhaus [63] has published a simple corre-

lation for the required gas pressure, pLP, in the bubbles
for dislocation loop punching:

pLP ¼
2c þ lb
r

2b6 r6 10b;

pLP ¼
2c
r
þ 0:2l r > 10b;

ð20Þ

where c is the surface energy of UO2, r the bubble ra-

dius, b the Burgers vector and l the shear modulus. For
transient tested fuel in Ref. [40] it can be well assumed

that the pressure in the large bubbles was limited by the

dislocation loop punching process. Eq. (20) would then

give a pressure of about 14 GPa for larger bubbles. This

is about the same pressure which would be given by

Ronchi’s equation of state for xenon of 5.5 g/cm3 density

at 1400 K. The measured gas densities in the bubbles are

close to this, but remembering the uncertainty in the

equation of state it is concluded that the information is

not adequate for modelling dislocation loop punching.

2.6. Coefficient b in Eq. (7)

Baker has reported results of measurements for the

bubble size dependence on the fuel temperature in steady

state irradiation at 7.9 MWd/kgU [39]. Narrow size

distribution is an outstanding feature in the data; at

these burn-ups no large bubbles are reported. The

bubble size as a function of burn-up is calculated with

Eq. (18), using the bubble density in Eqs. (10), (12) and

(13). The fission rate is constant, 1013 cm�3/s and 0.26

stable gas atoms are assumed to be generated per fission.

The gas density in the bubbles is 4 g/cm3. The measured

and calculated bubble sizes are presented in Fig. 6. The

value 3� 10�17 cm3 for coefficient b in Eq. (7) seems to

reproduce the bubble data fairly well.

At low temperatures the population of small bubbles

exists up to very high burn-up. Using the value of

Fig. 6. Calculated and measured [39], bubble size in low burn-

up irradiation.
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3� 1017 cm3 for coefficient b in Eq. (7) is found to

predict reasonably well the data on bubble radius by

Baker and Kashibe et al. in 800 �C. This is illustrated in
Fig. 7, where the calculated bubble size by Eq. (18) is

presented together with experimental data points.

2.7. Grain boundary layer

After the gas atoms have diffused to the grain

boundaries, they may be resoluted back to the grain by

collisions with energetic fission fragments in a manner

similar to the resolution from intragranular bubbles.

The resolution of gas from the grain boundaries has an

effect on the evolution of the gas concentration profile in

the grain. In a narrow layer at the grain periphery the

resolution of the grain boundary gas is modelled by in-

creasing the gas generation rate with a term badd:

b ¼ b þ badd ¼ b þ 4pr
2
0Nb

0F
2V

� b þ Nb
0F
4k

; ð21Þ

where N is the gas content per unit area at the grain

boundary, b0 the probability of gas atoms to be resoluted
from grain boundary bubbles by a fission event, F the

fission density, k the average penetration depth of the
resoluting gas atoms and V the volume of the resolution

layer. The resoluting gas atoms are assumed equally

distributed in volume V, which is a good approximation

for a thin resolution layer [66]. The kinetics of the evo-

lution of the grain boundary gas are accounted for by

the equation

oNðtÞ
ot

¼ �2D ocðrg; tÞ
org






rg¼r0

� b0FNðtÞ; ð22Þ

when the concentration at the grain boundary is below

the saturation concentration.

Modelling the behaviour of the grain boundary gas is

not the subject of this paper, but it is necessary to define

the saturation concentration for testing the solution

method. One way of calculating the saturation concen-

tration, Nsat, at the grain boundaries is to assume len-
ticular grain boundary bubbles containing ideal gas. The

pressure in the bubbles is in an equilibrium with the sum

of the surface tension associated with the bubble surface

specific energy, c, and with the externally applied hy-
drostatic pressure, pext. The saturation concentration is
then obtained by [64]

Nsat ¼
4fcf ðhÞrb
kT sin2 h

2c
rb

�
þ pext

�
;

f ðhÞ ¼ 1� 1:5 cosðhÞ þ 0:5ðcosðhÞÞ3;
ð23Þ

where fc is the fractional coverage of the grain boundary
area by the lenticular bubbles, f ðhÞ is the ratio of the
volumes of lenticular and spherical bubbles of radius rb,
k is Boltzmann’s constant, T the temperature in Kelvin,

the surface energy and h is the dihedral angle. The fol-
lowing values are applied in the calculations:

fc ¼ 0:7; h ¼ 50�; rb ¼ 0:5 lm; c ¼ 1 J=m2;

pext ¼ 10 MPa:

3. Solution method

The set of equations to be solved under time varying

conditions is composed of the basic diffusion Eq. (1)

with a collection of accompanying equations presented

in the previous chapter to account for the irradiation

effects and the bubble precipitation induced by the low

solubility of the fission gases in UO2 matrix. The strat-

egy is to assume the irradiation conditions constant

during the time step. Rapidly changing conditions can

be tackled by dividing the irradiation history into suffi-

ciently short periods. This does not lead to excessive

computing times, since the applied algorithm requires

inherently short time steps; long steps given as input

are cut into suitable lengths to ensure convergence and

accuracy of results.

3.1. The locally accurate method (LOAM)

The method presented earlier [65,66], is extended to

account for the gas precipitation into and resolution

from intragranular bubbles. In the basic method the

spherical grain is divided into nodes of equal volume.

The boundaries of the nodes are then defined by their

number, Nx:

ri;iþ1
r0

¼ i
Nx

� �1=3
; ð24Þ

where r0 is the radius of the grain and ri;iþ1 is the radius
at the boundary between nodes number i and iþ 1.

Fig. 7. Calculated and measured [39,42], bubble size in low

temperature and high burn-up irradiation.
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The concentration is calculated in the centres of the

nodes as a sum of the contributions of narrow slices

around the node points:

cðri; tmþ1Þ ¼
XN
n¼1

c0 ra

��
þ rb � ra

N
n
�

� 1
2

�
; tm
�
An

�
;

ð25Þ

where c0ðr; tmÞ is the average concentration in the nar-
row slice at the beginning of time step m, ra and rb are
the smaller and larger radii of the surrounding volume

affecting the concentration at ri, N is the number of the

narrow slices and Ans are constants. The contribution of
the slices in an infinite sphere is very well approximated

by the Gaussian distribution, if the radius ri is clearly
larger than zero and the standard deviation is small

compared to ri. In spherical co-ordinates the maximum
of the Gaussian distribution is shifted from ri to rx:

rx ¼
ri þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
r2i þ 8DDt

p
2

; ð26Þ

which means that ðra þ rbÞ=2 is rx and not ri, as might be
first estimated. The radii ra and rb are selected so that the
contribution of c0ðra; tmÞ and c0ðrb; tmÞ to cðrN ; tmþ1Þ is
extremely low, in the order of c0 times the value of
normal distribution at �3r.
The maximum length of the time step by using only

three radial nodes can be calculated as

Dt ¼ 8:1� 10
�5r20

D
: ð27Þ

The distribution between the node points is approxi-

mated by quadratic functions. The values and the first

derivatives of the functions are equal at the boundaries

of adjacent nodes. The gas generated during the time

step is in the base method simply added to the calculated

concentration, since the effect of the diffusion of that gas

is negligible under these conditions [65].

3.2. LOAM with bubble precipitation

The presence of bubble precipitation complicates the

solution. The precipitation rate given by Eq. (7) has to

be subtracted from Eq. (1). The radius �rr in Eq. (7) is
approximated with the radius of a bubble with average

volume in the beginning of the time step. The concen-

tration in the matrix, cðri; tÞ, used in Eq. (7) is obtained
from

cðri; tÞ ¼ ĉcðri; tmþ1Þ þ bt � Dmðri; tÞ; ð28Þ

where ĉcðri; tmþ1Þ is the concentration calculated by Eq.
(25). Thus, the diffusion of the gas in the matrix at the

beginning of the time step is already accounted for in the

calculation of the change in the concentration induced

by precipitation. The bubble density is calculated as an

average during the time step:

Cb ¼
R Dt
0
CbðtÞdt
Dt

: ð29Þ

Cb is calculated with Eqs. (8)–(13) for low temperature –
low burn-up fuel and with Eqs. (16) and (17) for high

temperature – high burn-up fuel. Eq. (15) is used to

determine which set of equations is applied. Eq. (7)

becomes then

dmðri; tÞ
dt

¼ 4prðri; tÞD cðri; tmþ1Þ
	

þ bt � ðmðri; tÞ

� mðri; t0ÞÞ


Cbðri; tÞ � Fbmðri; tÞ: ð30Þ

The solution for this is

mðri; tÞ ¼ mðri; t0Þe�Bt þ
C
B2

e�Bt
�

� 1
�
þ C
B
t

� A
B
e�Bt
�

� 1
�
; ð31Þ

where

A ¼ 4prDCbðcðri; t0Þ þ m0ðri; t0ÞÞ;
B ¼ 4prDCb þ Fb;
C ¼ 4prDCbb:

ð32Þ

The boundary conditions are

ocðrg; tÞ
or

¼ omðrg; tÞ
or

¼ 0 at r ¼ 0;

cðrg; tÞ ¼ mðrg; tÞ ¼ 0 at r ¼ r0:
ð33Þ

The gas concentration in the bubbles, m, as a function

of grain radius is approximated by quadratic functions

between the nodal points.

The amount of released gas from the grains as a

function of time, QðtÞ, is calculated as

QðtÞ ¼ 1� Gin
Ggen

¼ 1�
R r0
0
cðrg; tÞdr þ

R r0
0
mðrg; tÞdrR t

0
bðtÞdt

: ð34Þ

The accuracy of the LOAM with and without grain

boundary resolution has been checked against analytical

solutions in the previous papers [65,66]. The accuracy of

the LOAM with bubble precipitation and resolution is

checked against fourth order Runge–Kutta method with

an adaptive step size algorithm [67], where the grain is

divided into 65 radial nodes. The four point Runge–

Kutta with adaptive step size control with the same

spatial discretisation as applied in this paper has proven

to be very accurate [21]. The parameters applied are

given in Table 2. The bubble density is constant in this

example calculation. The results are illustrated in Fig. 8.
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The solution with only three nodes overestimates the

release slightly, but an excellent correspondence is

achieved by using 10 nodes.

The results of a calculation where the intragranular

bubble radius is assumed to be constant during the ir-

radiation, 1 nm, is included in Fig. 8. There is quite a

noticeable difference between the release by this ap-

proach and the more accurate method. The error would

become even larger, if the changes in the bubble con-

centration as a function of burn-up and temperature

were applied.

3.3. LOAM with bubble precipitation and grain boundary

resolution

If resolution from the grain boundaries is accounted

for, the concentration at the boundary of the resolution

layer, at r ¼ rk, is calculated in addition to the concen-
trations at the centres of the isovolume nodes. The di-

vision of the grain into nodes is slightly changed: r0 in
Eq. (24) is replaced by rk:

rk ¼ r0 � 2k; ð35Þ

where k is the average penetration depth of gas atoms
resoluting from the grain boundary. The concentration

within the resolution layer is approximated by a qua-

dratic polynomial. The resolution layer is thin compared

with the grain radius, and therefore a one-dimensional

diffusion equation can be used within the layer:

ocðrg; tÞ
ot

¼ D
o2cðrg; tÞ

or2g
þ bðtÞ � omðrg; tÞ

ot
: ð36Þ

Eq. (36) is integrated over the time step and spatially

over the resolution layer. The definition of Eq. (21) is

used for the gas generation rate. Eq. (22) is solved for

obtaining the concentration of the grain boundary gas as

a function of time by assuming the spatial derivative to

be constant:

NðtÞ ¼ N0e�b
0Ft � oc

or




r¼r0

2D
b0F 1� e�b0Ft
� �

NðtÞ < Nsat;

NðtÞ ¼ Nsat NðtÞ ¼ Nsat;

ð37Þ

where N0 is the concentration at the grain boundary in
the beginning of the time step. Integration of Eq. (36)

before saturation at the grain boundaries yields

DGres ¼ D 4pr20

Z t0þDt

t0

oc
or






r¼r0

 !
dt

"

� 4pr2k
Z t0þDt

t0

oc
or






r¼r0�2k

 !
dt

#
þ FyV Dt

þ b
0FV
4k

N0
b0F

1
�"

� e�b0FDt
�
� 2D
b0F

oc
or






r¼r0

Dt

� 2D

ðb0F Þ2
oc
or






r¼r0

e�b
0FDt

�
� 1
�#

� ðmðDtÞ � m0ÞV ; ð38Þ

where DGres is the change in the gas content in the matrix
in the resolution layer, y the fission yield of stable gas

atoms, V the volume of the resolution layer and m0 the
average gas concentration precipitated in the bubbles in

the resolution layer at the beginning of the time step.

The spatial derivatives in Eq. (38) are assumed time in-

dependent in the same way as in the derivation of the

solution of NðtÞ in Eq. (37). The spatial derivatives are
taken at the end of the time step; the method is therefore

implicit by nature.

Since the bubbles are assumed to be immobile, the

gas concentration in the bubbles can be modelled inde-

pendent on radius in the thin resolution layer. Eq. (7) is

used for calculating the change in the average concen-

tration in the bubbles, mðDtÞ, in the resolution layer:

om
ot

¼ 4prDcCb � Fbm; ð39Þ

where the concentration in the matrix, c, is the time
dependent spatial average in the resolution layer:

Fig. 8. Fission gas release fractions from grains in steady state

irradiation calculated by the present method (LOAM) and the

Runge–Kutta method assuming developing bubble size. An

additional release curve is calculated by Runge–Kutta method

assuming constant bubble size.

Table 2

Parameters for checking the solution against the Runge–Kutta

method

b 3� 10�17 l/s
Grain radius 5 lm
Cbðr; tÞ 5� 1017 bubbles/cm3
b 0:26� 1013 atoms/cm3 s
D 3:028� 10�19 m2/s
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c ¼ cðtÞ

¼ c0 þ
Z t

0

b

 
þ b

0FNðtÞ
4k

þ oc
or






r¼r0

4pDr20
V

� oc
or






r¼rk

4pDr2k
V

!
dt �

Z t

0

dm: ð40Þ

Integration of Eq. (40) yields

cðtÞ ¼ c0 þ b

"
þ oc

or






r¼r0

4pDr20
V

� oc
or






r¼rk

4pDr2k
V

� oc
or






r¼r0

D
2k

#
t þ b

0F
4k

N0
b0F

1
�"

� e�b0Ft
�

þ oc
or






r¼r0

2D

ðb0F Þ2
1
�

� e�b0Ft
�#

� ðmðtÞ � m0Þ;

ð41Þ

where c0 is the average concentration in the matrix in the
resolution layer in the beginning of the time step.

Eq. (41) is inserted in Eq. (39), which is solved for

mðDtÞ:

mðDtÞ ¼ m0e�ðAþBÞDt þ AJ
Aþ BDt þ AJ

ðAþ BÞ2
e�ðAþBÞDt�

� 1
�

þ Ac0
Aþ B 1

�
� e�ðAþBÞDt�

þ AN0
4kðAþ B� b0F Þ e�ðAþBþb0F ÞDt

�
� e�b0FDt

�

þ
DAc0r0

2kb0F ðAþ BÞ 1
�

� e�ðAþBÞDt�

þ
DAc0r0

2kb0F ðAþ B� b0F Þ e�ðAþB�b0F ÞDt
�

� e�b0FDt
�

þ m0A
Aþ B 1

�
� e�ðAþBÞDt�; ð42Þ

where

A ¼ 4p�rrDCb;
B ¼ Fb;

J ¼ b þ c0r0
4pDr20
V

� c0rk
4pDr2k
V

� c0r0
D
2k

;

c0r0 ¼
oc
or






r¼r0

;

c0rk ¼
oc
or






r¼rk

:

The spatial derivatives in Eq. (42) are assumed to be

constant during the time step. They are expressed in

terms of the coefficients of the quadratic functions ap-

proximating the concentration profile in the resolution

layer at the end of the time step n! nþ 1:

oc
or






nþ1

rk

¼ 2cnþ10 rk þ bnþ10 ;

oc
or






nþ1

r0

¼ 2cnþ10 r0 þ bnþ10 :

ð43Þ

Eq. (42) is implemented to Eq. (38), where DGres is set
equal to the change in the gas content in the matrix in

the resolution layer expressed in terms of the quadratic

function fk approximating the concentration profile at
time tn and tnþ1:

DGres ¼
Z r0

r0�2k
4pr2ðf nþ1k � f nk Þdr: ð44Þ

The following conditions prevail at the boundaries of

the resolution layer:

dfk
dr






r¼rk

¼ dfN
dr






r¼rk

;

fkðrkÞ ¼ fN ðrkÞ;
fkðr0Þ ¼ 0;

ð45Þ

where fN is the quadratic polynomial describing the

concentration between rN and rk, where N is the number

of equal volume nodes. Eqs. (44) and (45) together with

the boundary conditions (33) form a set of linear

equations, where the unknowns are the coefficients for

the polynomials fN and fk. The equations are solved
analytically and the concentration at rk is then directly
calculated from the coefficients. The average concen-

tration in the bubbles in the resolution layer is obtained

by using Eq. (42). The concentration in the bubbles at rk
is calculated by assuming the concentration in the bub-

bles to be a quadratic function in the resolution layer

and that the quadratic functions obey the conditions

defined by Eq. (45).

If the saturation concentration in the grain bound-

aries has been reached, the NðtÞ is replaced by Nsat in
Eqs. (40) and (36), which simplifies the solution some-

what.

The amount of released gas from the grains as a

function of time is finally calculated by Eq. (34). The

variables to be stored from one time step to another are

the concentrations in the matrix and in the bubbles at

the middle of the nodal points and at rk.

3.3.1. Results

The model and the solution method were tested with

700 cases. The first 699 cases were for checking the

convergence and accuracy of the solution. The last case

included tens of thousands of time steps for obtaining

information on the required computing time. The power

histories had time steps with constant fission rates and

constant diffusion coefficients. The temperature for each

time step was chosen randomly between 900 �C and the
maximum temperature Tmax allowed for the particular
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history. The maximum temperature was predetermined

randomly between 900 and 1900 �C to produce a wide
distribution of release fractions. The fission rate, F, was

calculated from the temperature for each time step:

F ¼ 0:857

�
þ T � 900

700

�
� 1013 fissions

cm3 s
; ð46Þ

where the temperature T is in degrees centigrade.

The length of each time step varied between 0.1 and

100 h. On the average 221 time steps were included in a

power history. The total number of time steps exceeded

147 000. An example of a temperature history and the

calculated fission gas release are shown in Fig. 9.

The grain was divided into either three or 10 nodes.

Increasing the number of nodes above 10 had only an

insignificant effect on the results, and the calculations

with 10 radial nodes were considered accurate. When

only three nodes were used, the solution had a tendency

to diverge or oscillate in the resolution layer. This

problem was remedied by slowing down the changes in

concentrations at rk:

cnþ1rk ¼ cnþ1rk þ cnrk
2

;

mnþ1rk ¼ mnþ1rk þ mnrk
2

:

ð47Þ

The calculated release fractions with 10 nodes as a

function of the release fractions with three nodes are

shown in Fig. 10. A slight over-prediction by using three

nodes is more visible in Fig. 11, where the difference

between the calculated release fractions is plotted as a

function of the release fractions by three nodes. This

over-prediction is due to the fact that three nodes were

not adequate to represent perfectly the concentration

profile in the grain [13,66]. A correction was introduced

to achieve a better agreement:

FGR3c ¼ 0:7FGR3; FGR360:02;

FGR3c ¼ 0:983FGR3 � 0:00566; 0:02< FGR3 < 0:38;

FGR3c ¼ 1:061FGR3 � 0:03518; 0:386FGR3 < 0:6;

FGR3c ¼ 0:9929FGR3 þ 0:00568; 0:6< FGR3 < 0:8;

FGR3c ¼ FGR3; FGR3P0:8;

ð48Þ

where FGR3c is the corrected release fraction and FGR3
is the release fraction calculated with three nodes. A test

quantity named DFGR was chosen for evaluating the

performance of LOAM with three nodes:

DFGR ¼ FGR3c � FGR10; ð49Þ

where FGR10 is the gas release fraction calculated with

ten nodes. In Fig. 12 the test quantity DFGR is plotted
versus FGR3. More than 99% of the points are within

�1% band around the expected zero value.

Fig. 9. An example of a temperature history and the calculated fission gas release by LOAM with grain boundary resolution and

intragranular gas precipitation.

Fig. 10. Calculated release fractions in 699 test cases by LOAM

using 10 nodes as a function of the release fractions with three

nodes.
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The computing time required by the LOAM with

grain boundary resolution and bubble precipitation was

tested against the LOAM without bubble precipitation.

A temperature history consisting of more than 9000 time

steps was used in the comparison. The inclusion of the

bubble precipitation almost doubled the calculation

time, if the same diffusion coefficient was used by the

two versions. Taking into account the fact that the

LOAM with bubble precipitation requires atomic dif-

fusion coefficient instead of an effective one, the real

difference between the computing times would be

slightly above 100%. This is not crucial for the use of the

model with bubble precipitation, since

1. The computing times are still clearly of the same or-

der of magnitude.

2. As the rule the performance of computer processors

doubles every 18 months.

3. The calculation of the fission gas release consumes

only a small part of the total computing time required

for a complicated integral fuel performance code.

4. Discussion

Detailed models for fission gas release have their pros

and cons. Complex models demand more computing

power and storage capacity compared with simple

models, which favours the latter. Another argument that

has been used against detailed models is the amount and

nature of parameters required. If too many parameters

are involved, many of them can be considered fitting

constants rather than physical quantities.

The advantage of detailed models is the possibility to

include more phenomena, thus enabling a better corre-

spondence to physical reality. For example the effect of

decreasing bubble density with increasing burn-up, es-

pecially in high temperatures, on the fission gas release is

difficult to model by using only a temperature dependent

effective diffusion coefficient. The effective diffusion co-

efficient tends to increase with burn-up accumulation,

since the decreasing bubble concentration at high burn-

ups results in increasing fraction of the gas remaining in

the fuel matrix. The attenuation of the effective diffusion

coefficient in high burn-up and high temperature fuel

due to the precipitation of intragranular bubbles is

damped by drastic coarsening of the bubble population.

The requirement for reasonable computing times is a

prerequisite for including a model in an integral fuel

performance code. Detailed models are often used as

stand-alone versions for parameter testing. Nevertheless,

the continuously improving performance of personal

computers will favour detailed mechanistic models also

in integral fuel codes. However, a lot of data is definitely

needed for tuning the parameters in models that have as

Fig. 12. The test quantity DFGR as a function of the release

fractions by three nodes.

Fig. 11. The difference between release fractions calculated by LOAM using three and 10 nodes as a function of the release fractions

using three nodes.
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many details as the one presented in this paper. The

model is clearly of a mechanistic nature, although it

includes a few simple qualitative correlations for cha-

racterising the intragranular bubble population. The

presented solution method for the set of equations

supports the inclusion of many kinds of functions for the

bubble density and size distribution.

A calculation of the fission gas release as a function

of the pellet radius for a fictitious LWR pellet was car-

ried out as an example of the usefulness of the present

model. The linear power of the pellet is constant in time.

The pellet centreline and peripheral temperatures as a

function of irradiation time are shown in Fig. 13. The

temperature as a function of pellet radius is assumed

to be parabolic. In a real LWR pellet the temperature

profile deviates from the parabolic approximation at

high exposures, which would somewhat change the ab-

solute release values. The retained fission gas in the

pellets at the end of irradiation is shown in Fig. 14. The

steps in the radial profile are a consequence of release at

different times. This kind of steps in the radial retention

curves have been observed in many experiments [4,

48,49]. If the same example were calculated by using

Fig. 13. The pellet centreline and peripheral temperatures of a

fictitious LWR pellet as a function of irradiation time for a test

calculation.

Fig. 14. Calculated retention of fission gas as a function of

pellet radius at the end of irradiation for the fictitious LWR

fuel.

Fig. 15. Gas concentration at the inner boundary of the reso-

lution layer in sudden temperature increase to (a) 1300 �C, (b)
1500 �C and (c) 1700 �C after 15,000 h irradiation at low

temperature.
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only a single effective diffusion coefficient, no step in the

radial gas retention curve would be produced.

The principle for dealing with the resolution layer

adjacent to the grain boundary as defined in Eq. (21) is

the same as for the smeared model in Ref. [64]. The gas

concentration is calculated at the inner boundary of this

resolution layer as Ckk, at

r ¼ r0 � 2k; ð50Þ

where k is the average penetrating depth of resoluting
fission gas atoms. Another model given in [64] is called

the ‘Olander’ model in which the resoluting fission gas

atoms are supposed to be deposited a characteristic

depth k from the grain boundary. The ‘Olander’ model

Table 3

Parameters for the sensitivity analysis

Parameter Base value Lower value Upper value

Diffusion coefficient, cm2/s Eq. (3) 0:5� Base value 2� Base value
Coefficient b in Eq. (6), cm3 3� 10�17 2� 10�17 4� 10�17
Threshold temperature for bubble

coarsening

Eq. (15) Base value� 100 �C Base valueþ 100 �C

Gas density in bubbles, g/cm3 4 3 5

rF in Eq. (16), nm 100 20 200

Average penetration depth of

resoluting gas atoms, nm

10 5 20

Grain size, lm 5 4.5 5.5

Fig. 16. The effect of varying diffusion coefficient on the cal-

culated release fraction in steady state irradiation at (a) 1100 �C
and (b) 1400 �C.

Fig. 17. The effect of changing the resolution probability from

intragranular bubbles on the calculated release fraction in

steady state irradiation at (a) 1100 �C and (b) 1400 �C.
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resembles Speight’s approach [20], where the concen-

tration at r ¼ r0 � k is calculated as

Ck ¼
kb0F
2D

N : ð51Þ

Speight’s approach does not take into account the ki-

netics of the gas concentration at the grain boundary

layer: the concentration Ck is always inversely propor-

tional to the diffusion coefficient. In LOAM the kinetics

of the evolution of the gas concentration in the bound-

ary layer is calculated with Eqs. (21), (22) and (38). The

differences between Speight’s approach and the LOAM

in transients were studied in cases where the temperature

was suddenly increased to 1300, 1500 and 1700 �C after
15,000 h irradiation at low temperature. The concen-

trations Ck and Ckk as a function of time into transient in

the first 20 min are shown in Fig. 15(a)–(c). Speight’s

equation naturally gives an immediate decrease in Ck,

whilst the Ckk calculated by the LOAM decreases

smoothly. The decrease in Ckk occurs faster when the

temperature is increased. After the initial decrease the

Ckk starts increasing again in 2–20 min. This increase is

associated with a large amount of gas entering the ma-

trix from intragranular bubbles as the coarsening pro-

cess begins. The Ckk finally approaches Ck in a few hours

in the transient. This example clearly shows the impor-

tance of accounting for the kinetics in calculations of gas

concentration in the grain boundary layer in transients.

Inaccuracies in simulating a physical phenomenon

can be related to an imperfect physical model, poor

knowledge of values for parameters or to the mathe-

matical solution method. The last of these three reasons

was excluded from this exercise, as shown in the previ-

ous chapter. The sensitivity analysis below reveals the

relative effect of some parameters affecting the behaviour

of intragranular gas on the fission gas release. The

analysis discovers also possible areas of improvement

in the physical model, i.e. whether empirical modelling

of some phenomena would be crucial for the overall

validity of the model.

Fig. 18. The effect of modifying the threshold temperature for

bubble coarsening on the calculated release fraction in steady

state irradiation at (a) 1100 �C and (b) 1400 �C.

Fig. 19. The effect of varying gas density in over-pressurised

intragranular bubbles on the calculated release fraction in

steady state irradiation at (a) 1100 �C and (b) 1400 �C.
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4.1. Sensitivity analysis

The effect of varying the values of different parame-

ters in the model are of special interest in the evaluation

of the performance of the model. The key parameters

affecting the calculated gas release values can be singled

out and the selection of a suitable compromise between

the accuracy of the solution method and the computing

time is made possible. The parameters to be varied to

find out their relative effect on the results are listed in

Table 3 together with the base, upper and lower values.

The parameters are naturally not completely indepen-

dent, for example the resolution probability from in-

tragranular bubbles and the diffusion coefficient cannot

be chosen freely to produce a bubble size equal to the

observed size.

The calculations were performed for steady state

conditions in 1100, and 1400 �C. The fission rate was
1� 1013 cm�3/s and 0.26 stable gas atoms were assumed

to be generated per fission. The results are presented in

Figs. 16–22.

The effect of varying the diffusion coefficient in gen-

eral is fairly notable (see Fig. 16). At 1100 �C the effect is
stronger than at 1400 �C. On the other hand, the effect of
changing the resolution probability does not seem to

have any visible influence on the release (Fig. 17). This is

due to the dominating effect of the coarsening of the

intragranular bubbles. The sink strength of the coars-

ened bubble population is so low that the gas atoms

resolute from the coarsened bubbles fast enough not to

slow down significantly the release to grain boundaries

by diffusion.

The fission gas release depicted in Figs. 16 and 17

happens after the coarsening of the intragranular bub-

bles has begun. However, fission gas can be released also

without coarsening. An example of this shown in Fig.

18, where the threshold temperature for the coarsening

has been varied. The release starts without coarsening at

1100 �C, if the threshold temperature is increased (see
the lowest release curve in Fig. 18(a)).

Fig. 20. The effect of the average radius of the coarsened

bubbles on the calculated release fraction in steady state irra-

diation at (a) 1100 �C and (b) 1400 �C.

Fig. 21. The effect of doubling or halving the average pene-

tration depth of resoluting gas atoms at the grain boundary on

the calculated release fraction in steady state irradiation at (a)

1100 �C and (b) 1400 �C.
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If the intragranular bubbles were assumed to be in

mechanical equilibrium with the bulk solid surrounding

them, the gas in larger bubbles would have a much lower

density than in small bubbles [61]. The equations de-

scribing the relationship between the bubble radius and

the amount of gas contained in a bubble would have to

take into account the varying gas density as a function

of bubble radius. However, the observed weak depen-

dence of the gas density in intragranular bubbles on

bubble radius [59,60], means that the bubble volume and

thus also the amount of precipitated gas in the bubbles

are approximately proportional to the third power of the

bubble radius. Thus, small variations in the gas density

change neither the bubble radius nor the sink strength of

the intragranular bubbles very much. In this model the

gas density was chosen to be constant, 4 g/cm3, and the

relationship between the bubble radius and the amount

of gas in it is calculated using Eq. (18). Varying gas

density in the over-pressurised bubbles between 3 and 5

g/cm3 does not affect the release (Fig. 19).

Coarsening is obviously the most important intra-

granular phenomenon concerning the fission gas release.

The radii of the coarsened bubbles are, according to

measurements [40,43], from a few tens to a few hundreds

of nanometres. The sink strength of the intragranular

bubble population depends naturally on the average

bubble radius. Nevertheless, the most important factor

in the coarsening process is the disappearance of the

small bubbles and not the exact size of the coarsened

bubbles. The radii of the coarsened bubbles can vary in a

wide range without any effect on the fission gas release

(Fig. 20).

The impact of two physical quantities, grain size and

the penetration depth of the resoluting gas atoms at the

grain boundary bubbles on the release is illustrated in

Figs. 21 and 22. The average penetration depth of the

resoluting gas atoms at the grain boundary is difficult to

measure, but doubling or halving the depth in the cal-

culations has no large effect on the release at 1100 �C,
and at 1400 �C there is no visible effect at all (Fig. 21).
The grain size is an important parameter in diffusional

release, since the average length of the path that the gas

atoms migrate to the grain boundary depends directly

on it. The grains are of varying shape and the approxi-

mation of the spherical grains introduces some inaccu-

racy in the calculations.

A tetracaidecahedron (TKD) is a more realistic shape

of a grain in sintered UO2 fuel than a perfect sphere [11].

The TKD has fourteen faces, six of which are square and

eight hexagonal. The larger surface-to-volume (S=V )
ratio of the TKD compared with a sphere of equivalent

volume should result in a slightly larger release fraction

from the former. The S=V ratio of a sphere is propor-
tional to the inverse of the grain radius. The S=V ratio of
the TKD is equal to the S=V ratio of a sphere whose

volume is about 6% smaller than the volume of the

TKD. Thus, decreasing the grain radius by 10% should

result in a higher fission gas release fraction from the

sphere than from the TKD of equal volume. However,

changing the grain radius by 10% has only a minor effect

on the release fraction, even at high release fractions, as

illustrated in Fig. 22.

The diffusion coefficient and the threshold tempera-

ture for the coarsening seem to be the most important

parameters in intragranular gas behaviour. Mechanistic

models by migration and coalescence or Ostwald rip-

ening provide too slow coarsening compared with ex-

perimental results. Therefore a simple empirical model

was applied. Remembering the importance of the bubble

coarsening on the release, an elaboration of this model

might be elucidative. Nevertheless, a very sophisticated

coarsening model would hardly change the results, since

the sensitivity analysis revealed that the average radius

of the coarsened bubbles between 20 and 200 nm plays,

in practise, no role in fission gas release at the two

temperatures analysed.

In general the entire model presented here does not

predict large enough release for rapid transients. The

Fig. 22. The effect of varying the grain size on the calculated

release fraction in steady state irradiation at (a) 1100 �C and (b)
1400 �C.
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observed 90% local release in 4 h [49], could be achieved

by increasing the diffusion coefficient and by modifying

the grain boundary model. The importance of the grain

boundary release is supported by Zacharie et al. who

have estimated that most of the release from preirradi-

ated LWR fuel comes from interlinking grain boundary

bubbles during the first hour of annealing [68]. Directed

bubble diffusion along the vacancy gradient could offer

an alternative explanation [23,69].

The tested range for the threshold temperature for

bubble coarsening was large, �100 �C, to outline its
importance. In reality the correlation for the threshold

temperature can be defined more accurately. However,

the validation of a whole fission gas release model would

require also consideration of intergranular phenomena.

The capacity of the grain boundaries to accumulate gas

atoms before the interlinkage of intergranular bubbles

as a function of temperature, percolation phenomena

and the effect of mechanical stresses on intergranular

porosity should be evaluated together with the model for

intragranular gas. The behaviour of intergranular gas

and the validation of the total model will be discussed

in another paper.

5. Summary and conclusions

A model for fission gas release by diffusion in irra-

diation of sintered LWR UO2 fuel with special emphasis

on intragranular fission gas behaviour was presented,

including submodels for intragranular bubble precipi-

tation and resolution of gas atoms from the bubbles.

The gas in the intragranular bubbles was modelled to be

in a high pressure, which is in agreement with latest

experimental results. Special treatment for significant

bubble coarsening in elevated temperatures was applied.

The coarsening was modelled to be triggered off at a

certain burn-up dependent threshold temperature. The

model was shown to predict relatively well the appear-

ance of the bubble population compared with experi-

ments. Example calculations showed that qualitatively a

better agreement with the experiments can be obtained

by using a detailed model than with a simple one.

A method introduced in an earlier paper, LOAM, for

solving the set of equations was enhanced to include also

the bubble behaviour. The UO2 grain was divided into

nodes of equal volume. The gas concentration in the

matrix and in intragranular bubbles was calculated for

each node and also for a thin layer in the surface of the

grain, where the calculation of the resolution of the gas

atoms from the grain boundary was integrated into the

solution. The temperature and power histories were

divided into time steps of constant conditions. The so-

lution method was extensively checked for stability

and accuracy. Three isovolume nodes were found to be

adequate for achieving an accuracy of �1% also for

complicated power histories. The computing time of the

LOAM with bubble precipitation and grain boundary

resolution was acceptable for integral fuel performance

codes.

The relative importance of various parameters was

studied with a sensitivity analysis. The diffusion coeffi-

cient and the threshold temperature for the coarsening

were the most important parameters. A final tuning of

the model would require a more thorough treatment of

intergranular gas, which will be the subject of another

paper.
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